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genua Firewall Testbed HPF
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HPF Result
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Multi User, Multi Purpose Hardware Setup

Source 1

Source 2

. . .

Source n

Switch Drain 1

Drain 2

. . .

Drain n

1 Gbit 1 Gbit

Target 1

Target 2

. . .

Target n

10 Gbit 10 Gbit
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Unsuitable HPF

too many requirements

too much complexity

not enough flexibility
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Performance Hardware Design

Target Target
10 Gbit
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Existing Regression Tests

daily test runs

using /usr/src/regress

multi architecture

history of pass and fail

useful information

web access http://bluhm.genua.de/

http://bluhm.genua.de/
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All Regression Tests
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Regression Tests with Links

run history

cvs web

colored
status

test output

setup logs
obj download

tested
version
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Regression History for i386

history

severity
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Regression Test Hardware

local remote router server
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Regression Master

web

master

local remote router server

console

publish

control

configure

install
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Performance Goals

history

reproducable

details available

drill down

automatic
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Performance History

install
release

checkout
at date

compile
kernel

run
tests

advance
by step

collect
results
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Performance Tests Overview

run history

run detail

test
command

run
date

install
version

cvs
checkout

steps
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Performance Run at Date

run and
install log

average
numbers

unstable
results

checkout
date

kernel
commits

build
quirks
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Performance Repeat at CVS Checkout

reboot log

single
result

repeat
count outlier

standard
deviation
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Weekly from 6.2 to 6.3
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Quirks from 6.2 to 6.3

A OpenBSD/amd64 6.2 release
B fix cvs vendor branch checkout
C clang update LLVM to 5.0.0
D pfctl pf packet rate matching
E move kernel source file dwiic.c
F pfctl pf divert type
G sysctl struct vfsconf
H clang update LLVM to 5.0.1
I pfctl pf syncookies
J OpenBSD/amd64 6.3 release
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Build Quirks

checkout
at date

compile
kernel

run
tests

advance
by step

checkout
userland

build
toolchain
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Performance Hardware Future

Target 1 Target 1

Target 2 Target 2Linux
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Performance Master

web

master

console

local
target

remote
target

publish

control

configure and compile

install release
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Drilldown from Week to Days
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Reproduce and Reboot

compile
kernel

run
tests

run
again

reboot
machine

relink
kernel
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6.4, 5 Days, 10 Tests, Keep Machine Running
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6.4, 5 Days, 10 Tests, Reboot Machine
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6.4, 5 Days, 10 Tests, Link and Reorder Kernel
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6.4, 15 Days, 5 Tests, 2 CPU Sockets, Keep running
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2 CPU Sockets, Repeat, Keep running

second cycle
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from 6.3 to 6.4, 202 Days
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from 6.4 to 6.5, 185 Days
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from 6.5, 19 Days
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OpenBSD CVS Log
OpenBSD cvs logOpenBSD cvs log
createdcreated 2019-04-20T18:30:24Z
beginbegin 2019-04-16T00:00:00Z
endend 2019-04-17T00:00:00Z
pathpath src/sys
commitscommits 8

datedate 2019-04-16T04:04:19Z
authorauthor dlg
filesfiles src/sys/net/if.c log diff annotate

src/sys/net/if_var.h log diff annotate
src/sys/net/ifq.c log diff annotate
src/sys/net/ifq.h log diff annotate

messagemessage have another go at tx mitigation

the idea is to call the hardware transmit routine less since in a
lot of cases posting a producer ring update to the chip is (very)
expensive. it's better to do it for several packets instead of each
packet, hence calling this tx mitigation.

this diff defers the call to the transmit routine to a network
taskq, or until a backlog of packets has built up. dragonflybsd
uses 16 as the size of it's backlog, so i'm copying them for now.

i've tried this before, but previous versions caused deadlocks. i
discovered that the deadlocks in the previous version was from
ifq_barrier calling taskq_barrier against the nettq. interfaces
generally hold NET_LOCK while calling ifq_barrier, but the tq might
already be waiting for the lock we hold.

this version just doesnt have ifq_barrier call taskq_barrier. it
instead relies on the IFF_RUNNING flag and normal ifq serialiser
barrier to guarantee the start routine wont be called when an
interface is going down. the taskq_barrier is only used during
interface destruction to make sure the task struct wont get used
in the future, which is already done without the NET_LOCK being
held.

tx mitigation provides a nice performanace bump in some setups. up
to 25% in some cases.

tested by tb@ and hrvoje popovski (who's running this in production).
ok visa@

datedate 2019-04-16T09:40:21Z
authorauthor dlg
filesfiles src/sys/dev/pci/if_myx.c log diff annotate
messagemessage make sff page reads work on little endian archs too. like amd64.

some modules seem to need more time when waiting for bytes while here.

hrvoje popovski hit the endian issue

datedate 2019-04-16T11:42:56Z
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Insights

measuring sucks

multi socket CPUs suck

reproducing is hard

do not trust your numbers

keep is simple stupid
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Future Ideas

forwarding throughput

Linux client and server

better UDP tests

testing patches

historic releases

file system performance

sort kernel object files
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Thanks

Jan Klemkow for Hardware Administration

Moritz Buhl for Visualization

genua for Hosting and Worktime
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Links

http://bluhm.genua.de/

http://bluhm.genua.de/regress/results/regress.html

http://bluhm.genua.de/perform/results/perform.html

http://bluhm.genua.de/perform/results/gnuplot/test.data

https://github.com/bluhm/regress-all

https://github.com/younix/testmaster

https://github.com/bluhm/talk-perform
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https://github.com/bluhm/talk-perform
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Questions

?


